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Abstract permitted to send some sensitive information only if a mes-

sage has been sent before detailing how to deal with sensi-
tive messages. In many cases it is more efficient or natu-

mitted messages from static privacy policies defined in terms r"’_“ tq specify that a g_iv_en piec.e O.f informe}tion may not be
of permitted and obligatory knowledge. With this new ap- dlstrlbute_d, t_han_ explicitly forbidding the different ways of
proach, we do not have to specify the permissions and prohi- ~ communicating It.

bitions of all message_combina_tipns explicitly. To spec_ify and We must be able to specifyobligationsin privacy poli-
[ggisco% ﬁggﬂéggcﬁypgﬁ%%yeﬁgl'§'ne§’Dwe?n%ﬁ?geaﬂfﬁtﬁmﬁél cies. It might happen that some additional instructions must
P be sent to the user about the nature of the previous infor-

operators modeling the dynamics of both knowledge and pri- ; ; . .
vacy policies. We show also how to determine the obligatory ~ Mation he received. As (3) notices, privacy laws actually

messages, how to express epistemic norms, and how to check ~ SPeCify which counter measures should apply in case a situ-

whether a situation is compliant with respect to a privacy pol- ation is not compliant with a privacy policy. E.qg., if personal

icy. information is disclosed inappropriately, the subject of in-
formation should be informed.

Privacy policies are often defined in terms of permitted mes-
sages. Instead, in this paper we derive dynamically the per-

1. Introduction We must be able to expressneta-security policiesThese

Privacy policies are often static and defined in terms of per- aré regulations about how to access the regulation itself. For
mitted messages, for example in traditional access control INStance, in some applications there is a need for constraints
languages (2; 4; 9; 14). If policies were instead defined in ©Of the form: “agents who play the role_are forbidden to
terms of the permitted and forbidden knowledge of the re- Know thatagents who play the ratg are permitted to know
sulting epistemic state of the recipient of information, then P"; these constraints may be fulfilled using “cover stories
the permitted messages could be derived by combining and t© hide some data (11).

reasoning on this knowledge. This raises the following re-  We use modal logic, since both knowledge and obliga-
search problem studied in this paper: tions and permissions are traditionally and naturally mod-

How to formally specify and reason about privacy poli- eled in branches of modal logic called epistemic and deontic

cies in terms of permitted and forbidden knowledge? logic respectively. This is no new observation in the area
of security: Féderic Cuppens already introduced in 1993

The challenge in this research problem is that the ex- g modal logic for a logical formalization of secrecy (10),
change of messages changes the knowledge, and we thereang together with Robert Demolombe he developed a logic
fore need a dynamic language which allows us to reason for reasoning about confidentiality (12) and a modal logical
about these changes. Moreover, we impose the following re- framework for security policies (13). This epistemic deontic
quirements on languages for specifying and reasoning about |gic is the basis of the formalism we introduce in this paper.

privacy policies. The Cuppens-Demolombe logic already got many things
We should be able to distinguish between a permissionto  right. However, despite the strengths of the Cuppens-
know and the permission to send a messagEor example, Demolombe logic, it is not able to specify or reason about

you may be permitted to know your medical file, while it the dynamics of knowledge and privacy policies, and it
may not be permitted that someone not being a doctor sendsdoes not satisfy the four requirements we have posed above.
your medical file. How do such distinctions allow foramore They were ahead of their times, since in 1993 dynamics in
fined-grained account of classical problems of security such modal logic was mainly restricted to propositional dynamic
as the Chinese wall problem? logic for reasoning about programs. In fact the dynamics
of knowledge was studied mainly in the AGM paradigm of
theory revision (1). In the meantime, much has changed.
Dynamic epistemic logic has become a standard branch of
*We thank the anonymous reviewers for helpful comments. modal logic, on which text books have been written (17),

We must be able to specify and reason about therder
in which messages can be sent-or example, it maype



and which is taught at many universities. Our modal logic
extends the Cuppens-Demolombe logic with dynamic up-
date operators, to model both the dynamics of knowledge
and of privacy policies. As Cuppens and Demolombe, we
define privacy policies in terms of knowledge that the re-
cipient of information is permitted/prohibited to have. The
way we defined the dynamics of knowledge then allows us
to derive the policies on messages. With this new dynamic
feature, we can not only determine in a generic way the per-
mitted sequence of messages in a given situation but also
determine which change is needed in order to enforce a (pos-
sibly new) privacy policy.

2. Our Scenario of Privacy Regulations

In this paper, we consider a single agesdr{dey communi-
cating information from a knowledge base to another agent
(recipiend, with the effect that thescipientknows the infor-
mation. Thesenderis subject to privacy regulations which
restrict what he can communicaterezipient We illustrate

the distinction between norms of transmission of informa-
tion and epistemic norms with an example:

Example 2..1 Consider &enders, e.g., a web server, which
is subject to a privacy regulation: he should not communi-
cate the address of a person to theecipientu: we could
write this as a norm of transmission of information, regulat-
ing the sending of a messageP(s sends a), which de-
notes the permission that teendersends message

Instead, in an epistemic norm perspective, this prohibi-
tion can be derived from the prohibition for tkenderthat
therecipientcomes to know the addres&’, a. This is ex-

instead we allowed thsenderto lie to protect some secrets
(as, e.g., (6) do), then the result of the action of sending
messages would be a mere belief of theipient the result

of [s sends a] would be that theecipientbelievesa, buta -
from the point of view of thesender would not follow from
this. <

A logical approach to privacy provides a solution to the
so-called inference problem: how further permissions prop-
agate from permitted information:

Example 2..3 Assume it is prohibited to know the street
where some person lives. Thus, it must be prohibited to
know the address of this person. dfA n A t < a, then
-P;K,e implies -P,K,a. Viceversa, if it is permitted

to know the address, then it must be permitted to know
the street. The same kind of reasoning is transferred at
the level of norms of transmission of information: e.g.,
—P(s sends e) implies —P(s sends a), if it is prohibited

to send the name of the street, it is prohibited to send the
entire address. <

Note that to attribute knowledge to thecipient it is nei-
ther necessary to have user profiles nor to have any uncer-
tainty. This stems from the assumption that $keaderis the
only source of information for theecipientfrom the knowl-
edge base. The only knowledge that should be considered
is the one derived from the past interaction between the two
agents, i.e., the information already disclosed bysteder
Assuming for simplicity that theendelis rational and sends
only information consistent with his previous communica-
tive acts, there is no need of belief revision.

When the forbidden state is achieved by a sequence of

pressed by a deontic operator addressed to the system andnessages, there is the possibility that each message of the

having as content the knowledge of tleeipient - P, K, a.
<

This distinction is bridged by modelling sending actions
performed by thesendemhich update the knowledge of the
recipient

Example 2..2 The message sending actipnsends a] ex-
presses that theenders is communicating to theecipient
u the address. The result of the action is that thecipient
knowsa: K,a. SinceK,a is not permitted by the epis-
temic norm—-P, K, a, the senderduring his decision pro-
cess derives that also the actipnsends a] is not permit-
ted: —P(s sends a). Analogously, all other possible ac-
tions leading to the forbidden epistemic stdfga, if any,

sequence is permitted while the resulting state is prohibited:
this is a new kind of the Chinese wall problem.

Example 2..4 (Website example) Consider the information
about websites contacted by a user (gwpien), which are
available on a server (theende) logfile. The list of web-
sites for each user is clearly a sensitive information which he
would not like to disclose. However, knowing which web-
sites have been visited is a valuable information, for exam-
ple, for the configuration of a firewall, or to make statistics.
Thus it has become anonym by replacing the names of the
users with numbers by means of a hashcdge So even

if one knows the list of users one cannot understand who
contacted which website. However, from the association be-
tween users and numbers and between numbers and web-

are prohibited too. E.g., the address is composed by streetsites the original information can be reconstructed. There-

e, numbern and townt: e An At < a, thus the sequence
of message$s sends e][s sends n][s sends t] leads to the
forbidden epistemic stat& , a.

While we need to explicitly model the knowledge of the
recipientresulting from the message, it is not necessary to
have an explicit modality for theender since we have only
onesenderand we adopt his point of view. Soalone means
that thesenderknows the address.

This explains also why we talk about “knowledge” of the
recipient thesendemever lies, so the result of his actions on
the epistemic state of threcipientis knowledge rather than
belief: K,a impliesa, i.e., that thesendetholdsa as true. If

fore the mappings from the users to the numbejsafd
from the numbers to the websiteg €an be distributed in-
dividually but not altogether since their association would
allow to reconstruct the mapping from the users to the web-
sites they visited): 0 = cAhe — v

A solution to enforce this privacy policy could be to for-
bid the distribution of a mapping if the other one has been
already distributed, using a language like the one proposed
by Barthet al. (3), which is able to express policies about the
flow of information referring to actions already performed.
This solution, however, requires two rules corresponding to
the possible permutations of communicative acts.



Moreover, this solution is not general, because there can
be further ways of making the forbidden information avail-
able. E.g., by distributing the hash functiénused. Ex-
pressing a flexible policy on all the alternative combinations
of actions becomes soon unfeasible. Moreover, new ways of
computing the forbidden information could be devised later,
which would not be taken into account by the policy.

In this situation we have that it is permitted to know the
individual pieces of information, but not what is implied by
the conjunction of them:

P,K,c, PsKye, ~P,K,v

It states that it is permitted to ‘know’ the mapping between
users and numbersPE,c), it is permitted to ‘know’ the
mapping between numbers and websites visifeH {e) but

it is not permitted to ‘know’ the mapping between users and
their websites visited{P K ,v).

We have the same situation from the point of view
of permissions concerning actions: it is permitted to
send the messages and e individually, but not their
combination: P(s sends ¢) A P(s sends e) but
—P(s sends (e A ¢)) otherwise the epistemic normP K, v
would be violated. This means that after sending one
of the two messages, the other one becomes prohibited:
[s sends e]=P(s sends c) and[s sends ¢]|-P(s sends e).
<

The possibility of nesting formulas with epistemic and
deontic modalities allows us to express meta-security, i.e.,
policies concerning the disclosure of policies, as proposed,
e.g., by (6):

Example 2..5 Sometimes, giving theecipientthe informa-
tion about the prohibition of sending some information leads
him to infer something he should not know. For example, if
therecipientasks whether a person is a secret agentré-
plying “I cannot tell this to you” to the question makes the
recipientinfer that the person is actually a secret agent, oth-
erwise the answer would have been “no”. To avoid this case,
it should be prohibited to let theecipientknow the policy
that knowingp is prohibited:

_‘PsKu_‘PsKup

In contrast, if a policy is permitted to be known, it can even
be communicated to thecipient if P,K,P;K,pthenitis
permitted to send the messaBei(,,p: P(s sends PsK,p).

This illustrates also that policies can be the content of mes-
sages. <

3. Privacy policies, compliance and messages

The logic for privacy regulation should reason about epis-
temic norms, obligations, permissions, knowledge, and in-
formation exchange. To deal with these notions altogether,
we first extend in Section 3.1 the logic of Cuppens and De-
molombe (13) to a more expressive and flexible logic. This
logic is actually based on the well-known deontic logic of
Castdieda. In Section 3.2, we then add dynamics to the pic-
ture. This allows us to have a more fine-grained account of
privacy regulations and to solve the research problems that
we mentioned in the introduction.

3.1 Static privacy policies

Epistemic Deontic Logic & DL) Starting from a linguis-

tic analysis, the insight of Castada’s well known approach

to deontic logic is to acknowledge the grammatical duality
of expressions depending whether they are within or with-
out the scope of deontic operators (7). We follow this ap-
proach and therefore split our language into two kinds of
formulas: circumstances and epistemic practitions. The for-
mer cannot be (alone) in the scope of an obligation oper-
ator O whereas the latter are always within the scope of
a deontic operato©. This yields the following language
Lepr =Ly, U LY, whose formulas are denoted.

Lopr:eu=p|¢lore|Kup|Osa
LY%pran=Kipo|alaAa

where p ranges over®¥. Formulas of(%,,,, are called
circumstances and formulas 68, ,, are called epistemic
practitions. O« reads ‘it is obligatory for thesenderthat
o'. K, reads ‘therecipientknows thaty’. P,a is an ab-
breviation for-O—-«a and readsd is permitted’. Pure cir-
cumstances are circumstances without obligation operators
O,

As it turns out, this language is strictly more expressive
than the language of Cuppens and Demolombe (13), even if
the semantics is slightly different.

Definition 3..1 An EDL-model M is a tuple M
(W, D, R,, R.,,,V),wherelV is a non-empty set of possible
worlds, R, : W — 2" R! - W — 2W andD : W — 2W
are accessibility relations di’, D being serial andz,,, R,,
being reflexivé. V is a valuation. The truth conditions are
given by:

M,w | p* iff weV(p*)
M,wE p* AY* iff M,wkE p*andM,w = ¢*
M,w E —p* iff not M,w | ¢*

M,w [ O;a iff forall v e D(w), M,v = a.
M,w = Kyp iff forall ve R,(w), M,v=¢
M,wE Klp iff forall v e R, (w), M,v ¢

M E giffforall w e W, M,w | ¢. (M,w) is called
a pointedE’ D L-model. If P is a set of formulas, we write
M,w = c(P) iff M,w = pforall p € P. N

Obviously, one can map epistemic practitions to circum-
stances. This mapping: £%,, — L%, is needed in
order to check whether obligations are fulfilled: for example
Osa A —t(a) means that we are in a violation state. The
mapping functiort : L%, — L%, is defined inductively
as follows:

t(—a) = —it(a)
tlana) = tla)At(d)
tKyp) = Kup

*An accessibility relationr is reflexive if and only if for all
worlds w, w € R(w). An accessibility relationr is serial if
R(w) # 0 for all worldsw.



Theorem 3..2 The semantics of zpy, is sound and com-
pletewith respect to the logit gz p, axiomatized as follows:

A; All propositional tautologies based abi*
Ay + Osa — P

As FEKyp—op

Ay FOs(a—a) = (Osa— Osa)

As F K(p—=1) = (Kp — Kv)

R: If Fathenk O«

Ry If Fpthenk Ko

Ry If F¢* —4¢*and F ¢* then F ¢*

whereK stands forK, or K,. Lgpy, is alsodecidable

Proof. QED

It follows straightforwardly from the Sahlqvist correspon-
dence theorem (5) because AxiofsandAs are Sahlqgvist
formulas. To prove decidability, one can show thatp;,

has the finite model property by adapting the selection
method (5).

Privacy policies and compliance inEDL As discussed
by Barthet al. (3) in the theory of contextual integrity, pri-
vacy norms are relevant only in some context, usually de-
fined by roles played bgenderandrecipient This leads us

to define the following notions.

Definition 3..3 An epistemic nornis a formula of the form

p — Osaor¢’ — Pa’ whereyp, ¢’ are pure circumstances
anda, o’ are epistemic practitions. privacy policyP is a
consistent set of epistemic norms. We abusively wgite P

if there isp — Osa € P, and in that case the corresponding
ais writtena,. <

Note that permissions concern the knowledge ofélo#p-
ient This fact should not let the reader think that a privacy
policy concerns the behavior of thiecipient Indeed, the
beliefs of therecipientare only modified by actions of the
sender so these policies regulate the behavior ofskader
who might disclose information or not to thiecipientde-
pending on wether or not this disclosure is in conflict with
the privacy policy.

Privacy policies are imposed to the decision maker
(sendey from a hierarchical superior or set up by himself.
They should be enforced in any case. However, this set of
epistemic norms is not necessarily complete. As a result,
the sendercan perfectly add other epistemic norms as long
as they are consistent with the privacy policy, depending on
the particular situation at stake. This leads us to define the
following notions of open and closed privacy policies.

Intuitively, an open privacy policy is a policy where only
the permissions of the security policies hold, everything else
being forbidden. A closed privacy policy is a policy where
only the prohibitions of the security policy hold, everything
else being permitted. These definitions are similar with the
definitions of permissive and restrictive approach of Cup-
pens and Demolombe (13).

Definition 3..4 Let P be a privacy policy.

e The privacy policyP is openif for all EDL-model
(M,w), if E(M,w) UP ¥ Psa, thenM,w = —Psa.

e The privacy policyP is closedif for all EDL-model
(M, w), if E(M,w)UP ¥ —-Psa, thenM, w = Psa.

whereé(M,w) = {¢ € L}, | M,w [= ¢} represents the
epistemic state of theecipient <

Note that specifying whether a privacy poligyis closed
or open specifies completely what is permitted and forbid-
den to know for therecipientin the pointedE' D L-model
(M, w). However, in the general case, the privacy poiRy
does not specify all the obligations that should hold in a situ-
ation (M, w). This leads us to define two notions of compli-
ance. The first notion of compliance, simply called compli-
ance, just checks wether the obligatiaiisa., strictly fol-
lowing from the privacy policyP given the epistemic state
E(M,w) are fulfilled. The second notion of compliance,
called strong compliance, checks whetakthe obligations
are fulfilled.

Definition 3..5 Let (M, w) be a pointed£ D L-model and
P a privacy policy.

e The situation(M,w) is compliantwith respect toP if
M,w = c¢(P) andM,w = ¢ — t(ay,) forall o € P.

e The situation(M, w) is strongly compliantwith respect
toPif M,w = ¢(P)andM,w = Osa — t(«) for all
o€ L%y

<

The following proposition shows that the distinction be-
tween compliance and strong compliance is not relevant for
closed privacy policies. It also gives a semantic counterpart
to the syntactic notion of strong compliance: an epistemic
state (represented iy, (w)) is strongly compliant if there
exists a corresponding ideal epistemic state (represented by
R!, (v) forsomev € D(w)) containing the same information
(i.e. R, D-bisimilar).

Proposition 3..6 Let (M, w) be a pointed® D L-model and
‘P a privacy policy.

e If Pis closed theriM, w) is compliant w.r.tP if and only
if (M, w) is strongly compliant w.r.tP.

e The situation(M, w) is strongly compliant w.r.tP if and
only if there exist® € D(w) such thatR,, (w) and R}, (v)
are R, D-bisimilar?.

Example 3..7 (Website example continued) Consider Ex-
ample 2.4, where we have the mappings from the users to
the numbersd) and from the numbers to the website$, (
the related mapping from the users to the websites they vis-
ited (v) suchthah = cAe — v.

The epistemic norm solution is to express fiiwacy pol-
icy P, as:

P = {P:K,c, P;K.e,~P,K,v}

Two pointed model¢ M, v) and(M’,v') are R, D-bisimilar
if there is a relation o x W' satisfying the base condition for
®¥ and the back and forth conditions f&r, andD (see Blackburn
et al. (5) for details). IfS is a set of worlds of\/ and .S’ a set of
worlds of M’, S and S’ are R,, D-bisimilar if and only if for all
v € S there isv’ € S’ such that(M, v) is bisimilar to (M’,v"),
and vice versa.
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Figure 1: Website example
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Figure 2: Spyware example

It states that it is permitted to ‘know’ the mapping between
users and numbersPK’ c), it is permitted to ‘know’ the
mapping between numbers and websites visifeH [ e) but

it is not permitted to ‘know’ the mapping between users and
their websites visitedHP K v).

The pointedE D L-model (M, w) of Figure 1 represents
semantically a situation which ompliantwith respect to
this privacy policy. The accessibility relatiodsand R’ are
indexed byR and R’ respectively and the accessibility re-
lation D is represented by dashed arrows. Reflexive arrows
are omitted, which means that for all worlds M we also
have that € R, (v), v € R, (v) andv € D(v). So we get:
ME®6 <

Example 3..8 (Spyware example continued) Consider a sit-
uation where the list of websites mentioned isnd the fact
that websites might contain risky softwaregislhe privacy
policy is expressed by a unique epistemic norm:

Py ={y A Kue - O;K,y}

Note that the condition of this epistemic norm contains an
epistemic formula. In Figure 2 is depicted a situation com-
pliant with this privacy policy. In this pointed D L-model
(M, w), the accessibility relatiof is indexed byR and re-
flexive arrows are omitted, which means that foriat M,
we havev € R,(v) and{v} = R} (v), {v} = D(v). We
do have that the situation is compliant with respect to the
privacy policyPs. <

In fact, we can generalize this kind of policies to stronger
policies where thesender has to inform therecipient
whethersome information has some property or not.

3.2 The dynamic turn
Dynamic Epistemic Deontic Logic (DEDL) We now

want to add dynamics to the picture by means of messages

sent to therecipient The content of these messages can af-
fect the situation in two ways: either it affects the epistemic
realm (represented in D L-model by the relatiorR,,) or

it affects the normative realm (represented ii & L-model
by the relationsk], and D). This leads us to enrich the lan-
guageLgpr, with two dynamic operators sends ¢] and
[s prom a], yielding the languag€ p g p1., whose formulas
are denoteg*:

LOppr e =p|l0|oANp| Kyp|Osa|
[s sends ¢|p | [s prom ¢|p

LYppriax=Kip|-a|ahal

[s sends p]a | [s prom a]a

wherep ranges oveb®.

[s sends )¢ reads ‘after theecipientlearnsy, ¢ holds’,
and[s prom o]y reads ‘after thesendempromulgatesy, ¢
holds’. The semantics of these dynamic operators is inspired
by Kooi (15) and defined as follows.

Intuitively, after learningsy, the recipient restricts his
attention to the worlds accessible from the current world
which satisfyy, unlessyp is not true in this current world. In
that case, the message is just ignored. But this second case
actually never occurs here because we assumesémater
only sends truthful messages. Likewise, after the promulga-
tion of «, the ideal worlds are restricted to the worlds which
satisfya, unless the imperative is not permitted.

Definition 3.9 Let M = (W,D,R,,R!.,,V) be anEDL-
model,y» € L%, anda € LE,,.. We define theEDL-
modelsM x 1 and M * « as follows.
e M« = (W,D,R:, R, V)where forallw € W,
_ | Bu(w) N[ if M,w =9

Ry (w) = { R, (w otherwise.

e M xa=(W,D* R,,R.,V)where forallw € W,
s/ v _ | Dw)n||a||if M,w E Pa
D*(w) = { D(w) otherwise.

where||¢*|| = {v € M | M,v = ¢*}. The truth condi-
tions:

M, w = [s sends ¥]p*
M, w = [s prom a]p*

iff Mxy,wkEp*
iff Mxa,wl@*.

<

Permitted and obligatory messages Obviously, given a
privacy policy and a situation, some messages might not be
permitted by the privacy policy because they might lead to a
non-compliant situation.

Definition 3..10 Let ¢ € L% .., P be a privacy policy
and(M,w) an EDL-model representing a given situation.

e The message is permittedwith respect tdP in (M, w),
written M, w |= P(s sends @), if (M *p,w) is compliant
with respect taP.

e A messagep is obligatory with respect taP in (M, w),
written M,w = O(s sends @), if M,w = OKp A
—Kyup A P(s sends ¢).

<

Note also that if a message is obligatory in a situation then
this situation is nostronglycompliant.



Example 3..11 (Website example continued) In Example
3.7, we have:

M,w = P(s sends ¢) A P(s sends e).

So itis permitted to send the mappings from the users to the
numbers €) and it is permitted to send the mapping from the

numbers to the web-sites)( However, we also have
M, w = [s sends e]=P(s sends ¢) and
M,w = [s sends c]-P(s sends e)

which means that after sending the mapping from the num-

bers to the web-siteg) it is not permitted to send the map-
ping from the users to the number,(and vice versa for

the second conjunct. This is because in both cases we would

violate the epistemic normPK,v:
M,w = [s sends e][s sends c|(K,v A = PsK,v) and
M,w [= [s sends c|[s sends €](K,v A =P K,,v).
So we have

M,w |= —P(s sends (e A c)) A —P(s sends (c Ae)).
<

Our approach is very flexible because it is applicable in
infinitely many other contexts than the one of the above ex-
ample, once the privacy policy is fixed. E.g., assume that the
hash function computing the mapping from users to numbers

is now available k) and that theecipientis able to apply it
to get the mapping from numbers to users (

MER—=c
Applying the same reasoning, we would get:
M,w = [s sends e]=P(s sends h)
M,w = —P(s sends (e A h)).

and so without having to introduce explicitly new prohibi-
tions or permissions oh.

Privacy policies do not only concern which information
can be disclosed but also which informatisimouldbe dis-

w: e,y - e,y

Figure 3: Spyware example updated

The above example suggests that even if it is prohibited to
send message it might still be permitted to send message
e as long as it is followed by another messagelNe leave
the investigation of the permissibility of iterative messages
for future work.

In privacy regulations, the permission to disclose the
names of users also allows to disclose their family names
(which are part of their name). This problem, discussed in
Example 2.3, is known as the inference problem, and is in
general difficult to model (see for instance Bagtial. (3)).

In our logical framework it follows easily from the fact that
the recipienthas reasoning capabilities. Indeed, if we as-
sume that the conditions of the epistemic norms of the pri-
vacy policyP are propositional then foralf, " € L% o},

© — ¢ E9 P(s sends ¢) — P(s sends ¢')
where[=9 is the global consequence relation.

Example 3..13 (Website example continued) Assume we
have a situation modeled by a@nD L-model M such that

M = v — o': the association between the users’ name
and the web-sites they visited)(induces the association
between the usergamily name and the web-sites they vis-
ited (). So if M,w = P(s sends v) then M,w |

P(s sends v)': if it is permitted to disclose the name of the
users in association with the websites they visited, it is also
permitted to disclose their family name in association with
the web-sites they visited. Dually, ¥/, w = v — ¢/, then

M = —P(s sends v") implies M, w |= —P(s sends v): if

it is prohibited to disclose their family names in association
with the web-sites they visited then it is also prohibited to
disclose their names in association with the web-sites they
visited. <

closed. We can express such policies due to the fact that Ve have another interesting property connecting the no-
our epistemic deontic logic can express obligations about tions of permitted and obligatory communicative acts. Let

knowledge:

Example 3..12 (Spyware Example continued) After send-
ing the message in the previous situation represented by
the EDL-model (M, w) of Figure 2 we obtain the pointed
EDL-model (M * e, w) depicted in Figure 3. The corre-
sponding situatioriM = e, w) is not compliant with respect
to P’. Therefore, it was forbidden to disclose

M,w | —P(s sends e)
But it is now obligatory (with respect tF’) to discloses:
M xe,w |= O(s sends y)
So we have that
M, w = [s sends e]O(s sends y)

M,w |= —P(s sends e) A P(s sends (e A y))

As it turns out, after sending the messagee reach a com-
pliant situation. <

¢, ¢" € Logpr

If ¢’ — @ thenk O(s sends ¢') — —P(s sends —y)

This proposition states that if it is obligatory to disclose
a fact then it is prohibited to disclose the opposite of any of

its logical consequences. However, note D&t sends ¢)
andP(s sends ¢) are not dual operators:

¥ O(s sends ) <> —P(s sends —y).

This is intuitively correct: in Example 3.12 it is prohibited
to disclosee but it does not entail that it is obligatory to
disclose-e. Moreover, we know by the ‘Web-site Example’
that we have the following property:

¥ P(s sends @) A P(s sends 1) — P(s sends (¢ A)).

Indeed, in Example 3.11 we have tha/,w |
P(s sends e) A P(s sends ¢) A —~P(s sends (e A ¢)).



e,c,v —e, ¢, v
R,R’
R R,R’
T, CyV w:e,cv — €,C,V
R,R

Figure 4: Website example

Enforcing privacy policies: [s prom ¢] The hierarchical
superior of thesenderor the senderhimself might decide
to change the policy privacy fror® to P’. As a result, the
sender needs to enforce this new privacy polRy This
enforcement is captured in our formalism Byprom ).

Example 3..14 (Web-site Example) In case of attack by
some hacker, the privacy policies can be made more strict.
For example, theendercan decide to strengthen the privacy
policy P; of Example 3.7 to

Py = {P,K.c,~P,K,e,~P,K/v}

where P;K e has been replaced byP, K e: it is now
prohibited to disclose the mapping from numbers to visited
web-sites. This new privacy polic, can be enforced by
the senderthrough the updatés prom —K/ e]. We get the
EDL-model(M = =K/ e, w) depicted in Figure 4 which is
compliant with respect t®@,. <

4. Concluding remarks

Cuppens and Demolombe (12) extend the original frame-
work (10) by using an epistemic deontic logic to model se-
curity in databases. They do not introduce the dynamics of
their system, neither for beliefs nor for obligations, even if
they recognize the importance of this dimension. We share
many properties of their epistemic-deontic modalities, but
we also extend them to permissions and obligations con-
cerning actions and not only propositions, getting a more
fine grained analysis, for example of the Chinese wall prob-
lem. Moreover, they do not introduce separately the epis-
temic and deontic operators but only combined ones, like
(6) do, limiting the expressivity of the logic. Given the abil-
ity to nest epistemic and deontic operators we are able to
model more complex formulas like those for meta-security
or obligations to know whether something holds. Given
that our approach is based on their approach, their solutions
to several problems can naturally be transferred in our set-
ting. They show for example that multi-level security poli-
cies which assign a degree of clearahte formulaey and
which might be incomplete can be expressed in their frame-
work by indexing the modality? K, with the degree of
clearancd: PK, ¢ reads ‘an agent cleared at level is
explicitly permitted to know that the database belieyés

We introduced a multi-modal logic to formally specify
and reason about privacy policies in terms of permitted and
forbidden knowledge. The logic satisfies the four require-
ments we gave in the introduction. A topic for further re-
search is to deal with multi-agent scenarios involving more
agents than just senderand arecipient
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