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Abstract

The revision of totally preordered belief bases has been ex-
tensively studied. However, in case of partial ignorance,
pieces of information are partially preordered and few ef-
fective approaches of revision have been proposed. The pa-
per presents a lexicographic-based revision operation for par-
tially preordered belief bases defined within the framework
of Partially Preordered Removed Sets Revision. This opera-
tion stems from the lexicographic preference between the re-
moved sets (sets of beliefs to remove to restore consistency).
It shows that this operation captures revision with memory
and allows for implementing it thanks to ASP. An application
to real data in the context of the VENUS european project is
presented.

Introduction

In knowledge representation and reasoning for artificial in-
telligence, belief revision adresses the problem of incorpo-
rating new pieces of information in an agent’s initial beliefs,
in order to maintain consistency, while keeping new infor-
mation and removing the least possible previous beliefs. A
characterization of belief revision has been provided by Al-
chourron, Gérdenfors, Makinson (AGM) with a set of postu-
lates that any revision operation should satisfy (Géardenfors
1988). Katsuno and Mendelzon (KM) reformulated AGM’s
postulates and provided a representation theorem that char-
acterizes revision operations based on total preorders (Kat-
suno and Mendelzon 1991). The revision of totally pre-
ordered information has been extensively studied and sev-
eral revision operations have been proposed like possibilis-
tic revision (Dubois and Prade 1992), (Dubois and Prade
1997) or adjustment revision (Williams 1995), linear-based
revision (Nebel 1994), natural revision (Boutilier 1993),
lexicographic-based revision (Benferhat et al. 1993; Nayak
1994), ranked revision (Lehmann 1995), revision with mem-
ory (Benferhat et al. 2000; Papini 2001; Konieczny and
Perez 2000). Postulates have been proposed for iterated re-
vision (Darwiche and Pearl 1997) and more recently several
works focus on iterated revision (Booth and Meyer 2006;
Jin and Thielscher 2007; Booth and Nittka 2008; Delgrande
and Jin 2008). As pointed by (Delgrande, Dubois, and Lang
2006), the different approaches proposed in the literature
for revising an epistemic state can be classified according
to three different points of view. Given a plausibility order-

ing on interpretations describing the background knowledge
and an new piece of information, belief revision as defeasi-
ble inference (BRDI) amounts to find the most plausible in-
terpretation satisfying the input information, belief revision
as incorporation of evidence (BRIE), amounts to change the
plausibility ordering in presence of a new piece of informa-
tion and belief revision of background knowledge (BRBK)
means revising the background knowledge by a generic in-
formation.

Some approaches have been implemented (Williams and
Williams 1997; Delgrande, Hunter, and Schaub 2002),
among them, Removed Sets Revision which has been ini-
tially proposed in (Wiirbel, Jeansoulin, and Papini 2000) for
revising a set of propositional formulae. This approach aims
at inconsistency minimizing (Papini 1992; Hansson 1994)
and stems from removing a minimal number of formulae,
called removed set, to restore consistency. The Removed
Sets Revision (RSR) and then a prioritized form of Re-
moved Sets Revision, called Prioritized Removed Sets Re-
vision (PRSR) (Ben-Naim et al. 2004) have been encoded
into answer set programming and allowed for solving a prac-
tical revision problem coming from a real application in the
framework of geographical information system.

However in some applications, an agent has not always a
total preorder between pieces of information at his disposal,
but is only able to define a partial preorder between them,
particularly in case of partial ignorance and incomplete in-
formation where a partial preorder avoids comparing unre-
lated pieces of information. In such cases, an epistemic state
can be represented by either a partial preorder on interpreta-
tions or a partially preordered belief base.

The revision of partially preordered information has been
less investigated in the literature, however Lagrue and al.
(Benferhat, Lagrue, and Papini 2005) pointed out that the
KM'’s postulates are not appropriate for partial preorders and
proposed a suitable definition of faithful assignment, called
P-faithful assignment, a new set of postulates and a represen-
tation theorem. Some revision operations initially defined
for total preorders, such as revision with memory and pos-
sibilistic revision have been sucessfully extended to partial
preorders (Benferhat, Lagrue, and Papini 2002).

We propose a new framework for revising partially pre-
ordered information, in the sense of BRIE that extends
the Removed Sets Revision to partially preordered infor-



mation, called Partially Preordered Removed Sets Revision
(PPRSR). Revising a partially preodered belief base accord-
ing to the removed sets approach amounts to define, from
a partial preorder on the belief base, a partial preorder on
subsets of formulae to remove. In (Sérayet, Drap, and Pa-
pini 2009) we defined PPRSR operation based on the pos-
sibilistic preference on subsets of formulae (Benferhat, La-
grue, and Papini 2004), we now propose a new PPRSR op-
eration stemming from the lexicographic preference on sub-
sets of formulae (Yahi et al. 2008) and provide an efficient
implementation thanks to Answer Set Programming. Com-
bining lexicographic ordering and cardinality is a strategy
used within the VENUS project where one of tasks is rep-
resenting archeological survey information and managing
this information in presence of inconsistencies. Data sets
quality is not homogeneous, because the conditions are not
the same on the whole archaeological site. When the data
and the generic knowledge conflict, the strategy is to keep
the maximal number of measures of highest quality. More-
over, a psychological study (Benferhat, Bonnefon, and Da
Silva Neves 2004) has shown that the lexicographic infer-
ence based on lexicographic preference is more productive
than the inclusion-preference and possibilistic inferences.
The main contributions of this paper are the following:

e [t proposes a revision operation for partially preordered
belief bases stemming from the lexicographic preference
on subsets of formulae (Yahi et al. 2008).

e [t provides an implementation of this operation with ASP.
The revision problem is translated into a logic program
with answer set semantics and a one-to-one correspon-
dence between removed sets and preferred answer sets is
shown. The computation of answer sets is performed with
any ASP solver.

o [t shows that the revision with memory of partially pre-
ordered information can be captured within the PPRSR
framework allowing for an efficient implementation with
ASP.

The paper is organized as follows. After some notations,
it reminds RSR, partial preorders, lexicographic preference,
revision with memory and ASP. It presents the proposed
lexicographic-based revision operation and shows how it
captures the revision with memory. The encoding into logic
programming with answer set semantics is detailled as well
as the computation of answer sets thanks to ASP solvers.
It then shows the one-to-one correspondence between re-
moved sets and preferred answer sets. It finally illustrates
how this revision operation could be applied in the context
of the VENUS project before concluding.

Background and notations
Notations

In this paper we use propositional calculus, denoted by Lp¢,
as knowledge representation language with usual connec-
tives =1, A, V, —, <. Let X be a set of propositional formu-
lae, we denote by Cons(X) the set of logical consequences
of X, and \/, , (X;) denotes the disjunction of the sets of

formulae X;, 1 < i < n. We denote by W the set of in-
terpretations of Lp¢e and by Mod(v)) the set of models of a
formula ¢, that is Mod(¢) = {w € W,w |= ¢} where |=
denotes the inference relation used for drawing conclusions.
The symbol = denotes the logical equivalence.

Removed Sets Revision

We briefly recall the Removed Sets Revision approach. The
Removed Sets Revision (Wiirbel, Jeansoulin, and Papini
2000) deals with the revision of a set of propositional for-
mulae by a set of propositional formulae'. Let K and A
be finite sets of clauses. The Removed Sets Revision fo-
cuses on the minimal subsets of clauses to remove from
K, called removed sets, in order to restore the consistency
of K U A. More formally: let K and A be two consis-
tent sets of clauses such that K U A is inconsistent. R a
subset of clauses of K, is a removed set of K U A iff ()
(K\R) U A is consistent; (i4) VR’ C K, if (K\R')U A
is consistent then | R |[<| R’ |>. Let denote by R(K U A)
the collection of removed sets of K U A, the Removed Sets
Revision (RSR) is defined as follows: let K and A be two
consistent sets of clauses. The removed sets revision is de-
fined by: K ORSR A =def \/RER(KUA) COTLS((K\R) U
A). According to a semantic point of view, we consider
| NSk (w) | the number of clauses of K falsfied by an
interpretation w and we define a total preorder on inter-
pretations: w; <g wj iff | NSk(w;) |<| NSk(w;) |.
The Removed Sets Revision can be semantically defined
by Mod(K ogsg..,, A) = min(Mod(A), <k). It mini-
mizes the number of clauses falsified by the models of A and
Mod(K opsr A) = Mod(K oggr.., A).In case of pri-
oritized belief bases, RSR has been extended to Prioritized
Removed Sets Revision (PRSR) (Ben-Naim et al. 2004).

Partial preorders

A partial preorder, denoted by < on a set A is a reflexive and
transitive binary relation. Let « and y be two members of A,
the equality is defined by x = y iff v < y and y X z. The
corresponding strict partial preorder, denoted by <, is such
that, x < y iff x < y holds but x = y does not hold. We
denote by ~ the incomparability relation z ~ y iff z < y
does not hold nor y < x. The set of minimal elements of
A with respect to <, denoted by Min(A, <), is defined as:
Min(A,<)={z € A,pyc A:y=<uz}.

Generally, epistemic states are represented by total pre-
orders on interpretations, however, as mentioned in the in-
troduction, in case of partial ignorance, the agent is unable
to compare all situations between them and a partial preorder
seems to be more suitable to represent epistemic states.

Let ¥ be an epistemic state and Bel(¥) its correspond-
ing belief set, U is first represented by a partial preorder
on interpretations, denoted by <. In (Benferhat, Lagrue,
and Papini 2005), a suitable definition of faithful assign-
ment is given: let Mod(Bel(¥)) = min(W, 2y), <v
is a P-faifhful assignment if (1) if w,w’ = Bel(¥) then

"We consider propositional formulae in their equivalent con-
junctive normal form (CNF).
2| R | denotes the number of clauses of R.



w <y w' does not hold, (2) if w’ & Bel(¥), then there ex-
ists w such that w = Bel(¥) and w <y ', B)if U = @
then <y==g. Moreover, (Benferhat, Lagrue, and Papini
2005) gives a set of postulates an operation o has to satisfy
and a representation theorem such that Mod(Bel(Vopu)) =
min(Mod(u), <v). An alternative syntactic but equivalent
representation of an epistemic state, ¥ is a partially pre-
ordered belief base, denoted by (X, <x), where X is a set
of propositional formulae, and <y is a partial preorder on
the formulae of X.

Lexicographic preference

Several ways for defining a preference relation on subsets of
formulae of X, from a partial preorder <y, have been pro-
posed: inclusion-based (Junker and Brewka 1989), possi-
bilistic (Benferhat, Lagrue, and Papini 2004), lexicographic
(Yahi et al. 2008) preferences. In this paper we focus on the
lexicographic preference which extends the lexicographic
preorder initially defined for totally preordered belief bases
to partially preordered belief bases. The belief base X is
partitioned such that ¥ = Ey U ... U E, (n > 1) where
each subset F; represents an equivalence class of X with re-
spect to =y, which is an equivalence relation. A preference
relation between the equivalence classes FE;’s, denoted by
<, is defined by E; <, Ej; iff 3o € E;, 39’ € E; such
that ¢ <5, ¢’. This partition can be viewed as a generaliza-
tion of the idea of stratification defined for totally preordered
belief bases. A lexicographic preference relation between
the consistent subbases of a partially preordered belief base
(X, <»), denoted by <, is defined as follows:

Definition 1 (Yahi et al. 2008) Let (3, =) be a partially
preordered belief base and let A and B be two consistent
subbases of ¥.. Then, A is said to be lexicographically pre-
ferred to B, denoted by A <, B, iff Vi,1<i<mn:

if |E; N B| > |E; N A| then 35, 1 < j < n such that

|Ej n A| > ‘EJ N B| andEj <s F;.

In our approach, according to the Removed Sets strategy,
we adopt a dual point of view in the sense that we want to
prefer the subsets of formulae to remove. We rephrase the
lexicographic preference defined in (Yahi et al. 2008): let
=y be a partial preorder on 3, Y C Y and X C ¥. YV
is said to be lexicographically preferred to X, denoted by
Y <, X,iff X X, Y.

We now briefly remind the extension of the semantic re-
vision with memory to partial preorders (Benferhat, La-
grue, and Papini 2002). Let ¥ be an epistemic state, rep-
resented by a partial preorder on interpretations denoted by
=y, The revision with memory of ¥ by a propositional
formula g leads to the epistemic state W o, u, represented
by the partial preorder <., ,, wWhich preserves the relative
ordering between the models of p as well as the relative
ordering between the countermodels of . More formally
¥ o, u corresponds to the following partial preorder: (i) if
w,w € Mod(p) then w <yo,, ' iff w =g W', (4) if
w, w & Mod(p) then w <go,, ' iff w =g ', (it7) if
w € Mod(p) and w’ & Mod(p) then w <o, W'

Answer sets

A normal logic program is a set of rules of the form
¢ — ay,...,an,not by,...,not by, where ¢,a;(1 < i <
n),b;(1 < j < m) are propositional atoms and the sym-
bol not stands for negation as failure. A rule is a fact if
n = m = 0, it is a basic rule if m = 0. For a rule
r like above, we introduce head(r) = ¢ and body(r) =
{ai,  +,an, b1, -, by, }. Furthermore, let body™(r) =
{a1,--+,a,} denotes the set of positive body atoms and
body~(r) = {b1,---,bn} the set of negative body atoms,
and body(r) = body™ (r) Ubody ™~ (r). By extension, a basic
program is a program containing only basic rules. Let r be
arule, r* denotes the rule head(r) < body™ (), obtained
from r by deleting all negative body atoms in the body of r.

A set of atoms X is closed under a basic program P iff
for any rule » € P, head(r) € X whenever body(r) C
X. The smallest set of atoms which is closed under a basic
program P is denoted by C'N(P). The reduct or Gelfond-
Lifschitz transformation (Gelfond and Lifschitz 1988), PX
of a program P relatively to a set X of atoms is defined by
PX = {rt | r € P and body—(r) N X = (}. A set of
atoms X is an answer set of P iff CN(PX) = X.

Lexicographic-based PPRSR

Let U be an epistemic state, syntactically represented by a
partially preordered belief bases denoted by (3, <y;) where
> is a consistent set of propositinal formulae and <y is a
partial preorder on 2.

Syntactic approach The lexicographic-based revision of
W by a propositional formula p is defined as follows:

Definition 2 Let VU be an epistemic state represented by
(X, =x). the revision of ¥ by a formula p leads to the re-
vised epistemic state denoted by ¥ o, p represented by a
partially preordered belief base (¥ oq, i, Xs0., ) Where

e Yog, pu=XU{pu}
° jzoﬁAH: (Z) Vw €, 1% <EOSAM ¢and
(1) Y, ¢ € 5,9 Zs0q, 4 OUffY =5 ¢

Since XU{x} may be inconsistent, we have to provide the
consistent belief set, denoted by Bel(¥ oq, p), correspond-
ing to the revised epistemic state. In order to syntactically
compute Bel (¥ oq, 1) we focus on the preferred subsets of
formulae to remove from X to restore consistency. We first
define the potential removed sets as follows:

Definition 3 Ler (X, <x). Let j1 be a formula s. t. ¥ U {u}
is inconsistent. R, a subset of formulae of %, is a potential
removed set of ¥ U {u} iff (S\R) U {u} is consistent.

We introduce a running example that we use from now on.

b
Example 1 Let ¥ = {a,b, -c} and <y, such that: /™
a —cC
where a «— b means that a <y b. We revise ¥ by u =
(ma V) A (—aVc). 2U{p} is inconsistent. The potential
removed sets are Ry = {a}, Ry = {a,b}, Ry = {—c},
R3 = {a,~c}, Ry = {b,—c} and Rs = {a, b, ~c}.



Among them, we want to prefer the potential removed sets
which allow us to remove the formulae that are not preferred
according to <y. This leads to define a partial preorder on
subsets of formulae of ¥ using the lexicographic compara-
tor <,. We now generalize the notion of Removed Sets
to subsets of partially preordered formulae. We denote by
R (XU {pu}) the set of removed sets of X U {p}.

Definition 4 Ler (X, <x) and let i be a formula s. t. ¥ U
{p} is inconsistent. R C X is a removed set of ¥ U {u} iff

1. R is a potential removed set.
2. PR’ C S s. t. (X\R') U {u} is consistent and R' <1, R.

Example 2 The partial preorder on potential removed sets
from example 1 is:
Rs
1
Rs R3 «— Rs5 means that R3 <\, Rs.
/' \. Wehave BR' C ¥ such that (S\R') U {u}
Ri1 Ry isconsistentand R’ <, Ry and R’ <i, Rs.
! !
Ro Ro

Using the lexicographic preference, the belief set
Bel(V oq, ) corresponding to the revised epistemic state
is defined as follows:

Definition 5 Ler (X, <x) be the syntactic representation of
U and let 1 be a formula, the belief set corresponding to
the revised epistemic state U oq, p is Bel(V oq, pn) =
vReRA(zu{#}) Cons((X\R) U {u}).

Example 3 According to the example 1, the revision of
(3, =x) by p using the lexicographic preference gives:
o Yog, p={a,b,—¢c,(maVb)A(-aVe)}
o Bel(V ogq, u) = Cons({b,—¢,(ma V b) A (-a V
OV Cons({a,b, (~aV b) A (~aV &)})
b
7\

: a -c
- NS
(maVb)A(—aVec)

Semantic approach According to a semantic point of
view, the epistemic state ¥ can be equivalently repre-
sented by a partial preorder on interpretations such that
Mod(Bel(¥)) is minimal in this preorder. Let w be an inter-
pretation, Fx.(w) denotes the set of formulae of ¥ falsified
by w. We now construct a partial preorder on interpretations
from (X, <x) as follows :

Definition 6 Vw,w' € W, w <4 W' iff Fx(w) <, Fx(w').

Using this definition, the semantic representation of W is
such that Mod(Bel(¥)) = min(W,=%). Moreover the
following proposition holds.

Proposition 1 Let U be an epistemic state and <, be a par-
tial preorder on W associated to V. Then, <3, is a P-faithful
assignment.

The semantic counterpart of our lexicographic-based re-
vision operation, denoted by oqsem, is defined as follows:

Definition 7 Let U be an epistemic state and let 1. be a for-
mula. Mod(Bel(¥ oqsem 1)) = min(Mod(p), <5).

The semantic representation of the revised epistemic state
: A 5 A A /
is j%ﬁemu with j‘l’ogzﬁmll defined by w j\poﬂzemu w
iff Fyog, H(w) a Fsog, u(W'). The following proposition
gives the equivalence between the semantic and the syntactic
lexicographic-based revision operation.

Proposition 2 Letr (X,=<x) and let p be a formula.
Mod(Bel(V oq, 1)) = Mod(Bel(¥ oqsem f1)).

According to Proposition 1, the revision operation o,
satisfies the postulates P, — Py proposed in (Benferhat, La-
grue, and Papini 2005) that extend the KM-postulates to the
revision of partially preordered belief bases.

Example 4 Let (X, <x) from example 1. We construct a
partial preorder on W from definition 6 and the lexico-
graphic preference. The sets of formulae of X falsified by
the interpretations is illustrated in Table 1 and the par-
tial preorder <% is given by the Figure 1 (a). Therefore
=<4 is the semantic representation of ¥ and is such that
Mod(Bel(¥)) = min(W,=5) = {ws}. Let (X oq,
My Ss0g, ) be the syntactic representation of the epistemic
state U revised by p. As previously, we construct a new par-
tial preorder on the interpretations. The sets of formulae
of ¥ oq, w falsified by the interpretations are illustrated in
Table 1 and the partial preorder <% is given by the

—\Iloilze'rn o
Figure 1 (b). Therefore j@,oqsm# is the semantic represen-
tation of ¥ revised by p and with proposition 2 is such that
Mod(Bel(¥ o5, p)) = min(Mod(u), <4) = {wn,wr}.

wila b ¢ | Fs(w) Fsiog pu(wp)

wo| ~a —b —c| {a,b} {a, b}

wi| —a b ¢ | {a,b,—c}| {a,b,~c}

wo| ma b —el| {a} {a}

ws| —~ab ¢ | {a,~c} | {a,—c}

wg| a —b -c| {b} {b,(maVb)A(—-aVc)}
ws|a —-b ¢ | {b-c} {b, —¢, (maVb)A(—aVc)}
wgla b —c| 0 {(maVD)A(-aVc)}
wr|la b ¢ | {~c} {—c}

Table 1: The sets of formulae falsified by the interpretations

w1 ws
! 1
w3 w4
7N\ !
wo ws We
! 1 1
w2 w7 w1
NS !
wa w3
! 7N\
We wo w7
1
w2
@ =4 ) Xbosemn

Figure 1: Partial preorders between interpretations.

The PPRSR framework can capture the revision with
memory and the following proposition holds.



Proposition 3 Let o, be the revision with memory opera-

. / A ! /
tion. Vw,w" € W, w j‘I’Oggemu Wiffw 2geyu W'

The resulting partial preorder on interpretations using the
Oqsem revision operation is the same than the one holding
after using the memory revision operation. Therefore, we
have Mod(Bel(¥oqsem 1)) = Mod(Bel(¥ oy 1)). Thanks
to the proposition 3, the proposed lexicographic-based revi-
sion operation satisfies the Darwiche and Pearl’s postulate
(Darwiche and Pearl 1997) for iterated revision.

Example 5 Consider the example above Mod(p) =
{wo, w1, ws,ws,wr} Figures 1 (a) and 1 (b) illustrate that
the relative ordering between the models of | is preserved
as well as the relative ordering between the countermodels
of . In particular, the incomparabilities between wq and wr
on one hand, and between wo and w7 on the other hand are
preserved.

Encoding o, in Answer Set Programming

In order to compute the removed sets, we propose an exten-
sion of the methods proposed by (Hué, Wiirbel, and Papini
2008) and (Ben-Naim et al. 2004) for revising partially pre-
ordered belief bases. After translating our revision problem
into a logic program with answer sets semantics, denoted by
IIsuguy, we then define a partial preorder between answer
sets of I, and we show a correspondence between re-
moved sets of XU {x} and preferred answer sets of ITs 1,1

Let X be a set of partially preordered formulae and i be
a formula such that ¥ U {u} is inconsistent. The set of
all positive, resp. negative literals of IIxyy,) is denoted
by VT, resp. V. The set of rule atoms representing for-
mulae is defined by Rt = {r/|f € X} and Fp(ry) rep-
resents the formula of 3 corresponding to ¢ in Isyg,;,
namely Vr; € R*, Fo(ry) = f. This translation requires
the introduction of intermediary atoms representing subfor-
mulae. We denote by p; the intermediary atom representing

f7 which is a subformula of f € 3.

1. In step 1, we introduce rules in order to build a one-to-
one correspondence between answer sets of Iy, and
interpretations of V. For each atom, a € V' two rules
are introduced: a < not a’ and @’ « not a where a’ €
V'~ is the negative atom corresponding to a.

2. In step 2, we introduce rules in order to exclude the an-
swer sets S corresponding to interpretations which are not
models of (X\F) U {u} with F' = {f|r; € S}. Accord-
ing to the syntax of f, the following rules are introduced:

o If f =4.r athen ry < not a is introduced,;

o If f =4cy —f! thenry < not py is introduced;

o If f =def fl V...V f™ then Tf = Pfly..., Pfm is
introduced;

o If f =4ep fYA...Af™ thenitis necessary to introduce
several rules: V1 < j < m, 7y < py;.

3. Step 3 rules out answer sets of Iy, which correspond
to interpretations which are not models of p. According
to the syntax of p, the following rules are introduced:

o If it =g4ef athen false < not a is introduced;
o If u =gey —f* then false < not py1 is introduced;

o If =def fl V...V f™then false «— Pfly.eos Pfm
is introduced;

o If =g fXA...A f™thenV1 < j < m, false —
pys are introduced.

contradiction «— false,not contradiction is intro-
duced in order to rule out false from the models of .

Example 6 For the previous example, the logic program
Msuquy is the following:

a+—mnota c—notc r..—-c Paave < Poas Pe
a —mnota ¢ «—notc false < p_gyp  pP-gq — a

b notl r, < notb false — p_qve p-p < not b
b «—notb 1, nota pogyb < Poay Po Poc < NOEC
contradiction «— false, not contradiction

S(IIsyg,y) denotes the set of answer sets of IIxyyg,;.
Each answer set S’ corresponds to an interpretation of > U
{n}, Is = {ala € S} U {—ala’ € S} and each interpreta-
tion of ¥ U {u} corresponds to several potential removed
sets. Therefore, the following result holds.

Proposition 4 Let p a rule atom or an intermediary atom.
pE CN(H%O#) iff Is = Fo(RT N S).

The correspondence between answer sets of IIsy,, and
interpretations of (X\Fp(RT N S)) U {u} is given in the
following proposition:

Proposition 5 Let (3, <y). Let S C V be a set of atoms.
S is an answer set of g,y iff S corresponds to an inter-

pretation Is of V' which satisfies (X\Fo(RT N.S))U{u}.

Example 7 The answer sets of llsyy,y are : Sy = {b,a,
c, ’I"_‘c}, Sl = {ba C, a/7 Ta, Tﬁc}; S2 = {C7 G/, b/7 TasThy "=y
Sz ={b,,d ,r,} and Sy = {,a’, b/, ra, s}

We introduce new preference relations between answer
sets according to a partial preorder. We define a preferred
answer set according to the comparator <J,. We denote by
Sa(Ilgyg,y) the set of preferred answer sets of Ilsyg,,
more formally:

Definition 8 Ler (3, <x). Let pbe a formulas. t. U{u} is
inconsistent, S € S(Ilsyg,y). S is a preferred answer set of

sy iff 3S" € S(Usugu), Fo(S'NRY)<,Fo(SNRY).

The one-to-one correspondence between preferred an-
swer sets of IIy(,) and the removed sets is given by the
following proposition:

Proposition 6 Ler (X, <x). Let ju be a formulas. t. SU{u}
is inconsistent. X is a removed set of Y. iff there exists a
preferred answer set S of s, 5. t. Fo (R*NS)=X.

Example 8 The partial preorder on the answer sets is:

Sa
! where S1 «— Sy means that:
S Fo(Sl ﬁRJ'_) <a Fo(SgﬁR+).

/' \.  Moreover, we have Fo(So N RT) = {—c}

So Si and Fo(Se N RT) = {a} which correspond

| to removed sets Ry and Ry found in the previous
Ss  section.



Regarding the implementation, CLASP (Gebser et al.
2007) gives us the answer sets of IIx(,). From them, our
method requires to construct a partially preorder between
them using the lexicographic comparator <, to obtain the
preferred answer sets corresponding to removed sets. This
step is not yet implemented in ASP. We used a java pro-
gram to partially preorder the answer sets to obtain the pre-
ferred answer sets. Given that the lexicographic comparator
satisfies the monotony property, (VX,Y C ¥ if Y C X
then Y <, X)), it is sufficient to compare the answer sets
which are minimal according to the inclusion. This is why
we compute the removed sets rather than the maximal con-
sistent subbases. Moreover, the determination of the mini-
mal answer sets according to this partial preorder does not
increase the cost since the complexity of CLASP is similar
to the complexity of the SAT problem.

VENUS application

We now present how our lexicographic-based revision op-
eration could be applied in a real context. The european
VENUS project (Virtual ExploratioN of Underwater Sites)
no (IST-034924)3 aims at providing scientific methodologies
and technological tools for the virtual exploration of deep
underwater archaeology sites. In this context, technologies
like photogrammetry are used for data acquisition and the
knowledge about the studied objects is provided by both ar-
chaeology and photogrammetry. We constructed an applica-
tion ontology in (Sérayet et al. 2009) from a domain which
describes the amphorae (the studied artefacts) and from a
task, the data acquisition process by photogrammetry. This
ontology consists of a set of concepts, relations, attributes
and constraints like domain constraints: an amphora must
have only one typology and for example, this typology is
either short Dressel 2-4 or long Dressel 2-4. Our knowl-
edge base contains our ontology and data sets coming from
the photogrammetric process. The ontology represents the
generic knowlegde which is preferred to the data sets. The
data sets quality is not homogeneous, because the conditions
are not the same on the whole archaeological site. The qual-
ity of the data sets directly comes from the quality of the
pictures since within the photogrammetric process the 2D
measures are performed from pictures. It is relevant to use
several data sets for the same amphora which is measured
several times. A preference relation is defined on the data
sets according to their quality. We only consider a small part
of the ontology (Figure 2) and some data sets for the lack
of space where the knowledge base is expressed in proposi-
tional logic.

We use the following propositional variables: m; for the
measurable item, ar; for the archaeological item, a; for the
amphora item, a for the amphora, mi, mso for the metrolo-
gies, d, for the short Dressel 2 — 4 typology, d; for the
long Dressel 2 — 4 typology, A, , hm, for has_metrology,
h1, he for the total heights, l;, [y for the total lengths.
The propositional translation of the extract of the ontol-
ogy can be resumed by the set of formulae: G = {a —
a; A (d. V dy), a; — ary, ar; — my, m; — hp, V

3http://www.venus-project.eu

| MEASURABLE ITEM |
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) 77~ =~._ | METROLOGY
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typology

has_.amphora_-metrology
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—> is a relation - =>» relations 1 cardinality

Figure 2: Extract of the application ontology

Pmoy My — mi1, Ay, — mo, m1 — 1 A hy, mo —
IoAhg, (dsVd)) A (—dsV—d;)}. Then we have two data sets.
The first data set {a, d., l1, h1} lead to the instance denoted
by I = {a, a;, ar;, de, m1, mi, hp,, 11, hi} and the
second one is {a, d;, ls, ho} lead to the instance denoted by
I, = {a, a;, ar;, dj, ma, m;, hpy,, la, ho}. By hypoth-
esis, the ontology and the constraints which are also called
the generic knowledge cannot be modified. Moreover, we
consider that the second data set has higher quality than the
first one. We revised the first data set ¥ = I1\(I; N I2) by
M = GU Iy where G is the generic knowledge and I is the
second data set and the revised preorder is represented by
Figure 3. We obtain: Bel(¥oq, M) = Cons((X\R)UM)
with R = {ds}. The revision presented in a previous sec-
tion is the first step of the revision to apply in the VENUS
context. Indeed, the revision could be defined as follows:

o Bel(V oqe M) = Vgere(mum) Cons((E\R) U M)
with ¥ = Il\(Il N _[2) and M = G U I,.

o =g m (1) Vi, ¢ € M, <50y M ¢iff tp Snr @5
(1) Vip, ¢ € B, ¥ <oy M @ iff ¢ 25 ¢; (i10) Vip € 5,
MEM,,U'<EOS]CM w

Conclusion

This paper presents a lexicographic-based revision operation
within the framework of Partially Preordered Removed Sets
Revision for revising partially preordered information. It
shows that the extension of revision with memory to par-
tial preorders can be captured within this framework. It also
shows that this revision operation can be successfully en-
coded into ASP and proposes an implementation stemming
for any ASP solvers. It illustrates how this revision operation
could be applied within the context of the VENUS european
project dealing with archaeological information. In a future
work, we have to conduct an experimental study. We also
have to deeper investigate the use of ASP solver statements
in order to directly define a partial preorder between answer
sets.



mp — i ARy =

m; — hm1 \/hm2 =

hm1—>m1=hm2—>m2 mo — lo A hy

Figure 3: =Soq, M
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